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Abstract: 

Purpose: This research aims to analyze the emotional states of pilots during critical situations before 

aviation accidents by applying sentiment analysis to pilot communication. It addresses the challenge 

of identifying emotional cues, stress levels, and urgency in pilot dialogues, crucial for aviation safety. 

The study evaluates and compares the performance of transformer models—BERT, ALBERT, and 

RoBERTa—in analysing these emotional factors, contributing to enhanced situational awareness and 

safety. 

Methods: The primary data used was the Cockpit Voice Recorder (CVR), which captures real-time 

pilot communication. BERT, ALBERT, and RoBERTa were employed for sentiment analysis, trained on 

domain-specific data to detect emotional distress and stress in critical situations. Model performance 

was evaluated using metrics such as precision, recall, F1 score, and support to assess accuracy in 

identifying emotional cues and overall effectiveness in classifying different emotional states. 

Results: All models performed well with an accuracy of around 80%. While BERT excelled in detecting 

negative stressed sentiment, it struggled with neutral sentiment. RoBERTa outperformed both BERT 

and ALBERT by 5-10% in identifying negative stressed conversations, with higher precision and recall. 

Conclusions: RoBERTa is the most effective model for sentiment analysis of pilot conversations, 

particularly in detecting stress and urgency, crucial for aviation safety. It was more stable and better 

at handling emotional variations. Further improvements in fine-tuning or exploring data 

augmentation could enhance its accuracy. 
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1. Introduction 

Communication is one of the most important factors in the world of aviation. Included, 
technical maintenance, Air Traffic Controller (ATC) and pilot proficiency and ending 
with safety inspection at the airport terminal (Vaeng, 2012). In critical situations, 
miscommunication contributing as a common factor (Jones, 2003). Effective 
communication between the pilot, copilot, and air traffic controller is a crucial factor in 
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preventing accidents(Zinaida, 2022). However, analyzing communication in critical 
situations presents significant challenges due to its complexity and the involvement of 
emotion (Ashforth & Ashforth, 1986). In this context, artificial intelligence (AI)-based 
technology, particularly natural language processing (NLP), offers a valuable tool for 
understanding communication patterns(Tamrakar, 2022). Transformer models such as 
BERT (Bidirectional Encoder Representations from Transformers), Alberta and RoBERTa 
(Robustly Optimized BERT Approach) have demonstrated outstanding performance in 
various NLP tasks, including sentiment analysis(Azizah et al., 2023). Sentiment analysis 
has gained significant popularity in the airline industry. Various studies have examined 
sentiment analysis in the airline industry by employing different machine learning and 
deep learning methods (Tikayat Ray et al., 2023). Sentiment analysis in this context aims 
to identify emotional cues, stress levels, and urgency in pilot dialogues, which can 
provide valuable insights into human factors contributing to flight incidents 

 BERT, as a cutting-edge model, employs a bidirectional approach to grasp word 
context, making it significantly more effective than traditional NLP models, which 
process text in only one direction. By analysing both preceding and following words in a 
sentence, BERT provides a more advanced and accurate text representation. RoBERTa, an 
optimized version of BERT, enhances its efficiency by utilizing a more extensive training 
dataset and refined pretraining objectives. ALBERT, on the other hand, introduces a 
parameter-reduction technique that reduces memory consumption while maintaining 
performance, making it a more efficient alternative for large-scale NLP applications 
(Alamsyah & Girawan, 2023; Eang & Lee, 2024; Kim & Jeong, 2023). Previous research 
examined sentiment analysis in movie reviews and tweets using the Sentiment140 and 
Coronavirus Tweets NLP datasets, employing BERT, DistilBERT, and RoBERTa models. 
The findings indicated that BERT achieved the highest accuracy, with test accuracies of 
92.76% for Sentiment140 and 90.43% for Coronavirus Tweets NLP, suggesting that pre-
training on domain-specific data can further enhance model performance 
(Narayanaswamy, 2021). Meanwhile, RoBERTa exhibited strong performance, benefiting 
from smaller batch sizes, an increased number of epochs, and optimal learning rates (1e-
5 to 3e-5), all of which contributed to improved accuracy. However, optimizing sequence 
length remains challenging, and overfitting tends to occur beyond five epochs, 
highlighting the need for early stopping or regularization techniques to maintain model 
effectiveness(Sy et al., 2024). In a related study, BERT, RoBERTa, ALBERT, and 
DistilBERT were compared in Question Answering (QA) tasks using the SQuAD v2 
dataset(Özkurt, 2024) The results demonstrated that ALBERT outperformed the other 
models, primarily due to its efficient learning process requiring fewer epochs. However, 
it was observed that other models could achieve similar or even superior accuracy if 
trained for a longer duration, emphasizing the impact of training strategies on model 
effectiveness. These findings collectively underscore the importance of model selection 
and optimization techniques in improving performance across different NLP tasks. 

Given the complexity of communication in aviation, comparing the performance of 
BERT, ALBERT, and RoBERTa in sentiment analysis of critical pilot conversations before 
aviation accidents is highly relevant. Sentiment analysis in this context goes beyond 
classifying text as positive, negative, or neutral (Aftab et al., 2023).  In high-stress 
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situations, pilots may exhibit emotional cues such as stress, confusion, urgency, or panic, 
which can significantly impact how information is conveyed (NASA, 2015). These 
emotional factors not only influence communication but also play a crucial role in pilot 
decision-making, particularly in high-pressure scenarios such as landing. When stress 
levels escalate, pilots may struggle to process information effectively. AI-based sentiment 
analysis can be a valuable tool in detecting pilot stress levels and identifying linguistic 
patterns associated with emotional distress(Causse et al., 2013). The primary data source 
for sentiment analysis in aviation safety studies is the Cockpit Voice Recorder (CVR), 
which records real time pilot conversations during flight operations, including moments 
leading up to an incident or accident (Noort et al., 2021). CVR data provides critical 
insight into communication breakdowns, stress levels and emotional responses, making 
it an essential resources for understanding human factor in aviation (Kayten, 2017). By 
leveraging models such as BERT, ALBERT, and RoBERTa, sentiment analysis can provide 
insights into the emotional states of pilots in critical situations, allowing for proactive 
measures to enhance situational awareness and decision-making. Therefore, analysing 
emotions in pilot communication is a crucial step in enhancing aviation safety.  
 
2. Methods 

2.1 Datasets  
For training and evaluation in sentiment analysis, the dataset used was sourced from 

two main platforms, namely NTSB (National Transportation Safety Board) and 
Kaggle.com. The data from NTSB was obtained through web scraping, allowing the 
collection of transcript communications from aviation accidents dating from 1962 to the 
most recent available data. These transcripts include communications between pilots and 
air traffic controllers, as well as other relevant details related to aviation accidents. 

The dataset from Kaggle.com contains various flight communication data involving 
critical interactions between pilots and air traffic controllers. This dataset is used to 
provide variation and a broader scope for analysing pilot communication in critical 
situations. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

Figure 1. Sample Datasets 
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Both datasets consist of pairs of questions, answers, and command sentences related to 

communication within the aviation context. The datasets from NTSB and Kaggle.com 
each contain hundreds of thousands of entries, consisting of in-depth transcript texts and 
questions associated with the communication. Each data item in the dataset contains 
communication text, along with related questions aimed at testing the system's 
understanding of sentiment and context in these communications. 

To address class imbalance and ensure a more balanced representation of the sentiment 
labels, the datasets used in this study have been pre-processed using undersampling 
techniques. The purpose of undersampling is to reduce the dominance of the majority 
sentiment class (e.g., negative sentiment) by decreasing its frequency, thus balancing the 
number of samples for each sentiment category. This technique helps improve the 
model's ability to generalize across all sentiment categories, ensuring a more accurate and 
fair sentiment analysis, especially for the minority classes (e.g., positive and neutral 
sentiments). 
 

2.2 Labelling Process  
Traditionally, sentiment analysis has been conducted by manual annotators using a 

predefined codebook. An alternative approach is to utilize crowd-sourcing platforms 
instead of relying on traditional expert or undergraduate coders. Another possibility is to 
employ automated sentiment analysis techniques, where a computer program classifies 
each document as positive, neutral, or negative(van Atteveldt et al., 2021). The research 
demonstrates that ChatGPT outperforms MTurk, developed by Amazon, in various tasks. 
Through a detailed comparison of performance across multiple datasets, it was found that 
ChatGPT consistently provided more accurate annotations and exhibited higher levels of 
consistency in comparison to MTurk. This indicates that ChatGPT may serve as a more 
effective and efficient alternative for text annotation tasks, offering significant 
improvements in both time and cost reduction(Gilardi et al., 2023).  
 Sentiment labeling for the dataset was conducted bed on three predefined 
categories : positive, neutral and negatives. Prior to the labeling process, the dataset 
underwent a series of pre-processing steps including the conversion of all text to 
lowercase and removal symbols or special characters.  

 

Figure 2. Datasets after Undersampling methods 
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Table 1. Keyword Datasets 

Label Keywords 

Positive  “Happy”, “Good”, ”Well”, ”Excellent”, “Glad”, ”Satisfied”, ”Nice” 

Negative “Panic”,”Afraid”,”Emergency”,”Pressure”,”God”,”Want”,”Jesus”,
”Error”,”Frustrated”,”Dissapointed”, “Lost”, “Allahuakbar”, 
”Down”, ”Engine”, “Failure”, “Flap”. 
 

Neutral  “Please”, “Okay”, “Say Again”, “Confirm”, ”Copy”, “Clear”, 
“Messages”, “Check” 

 
The process begins with a raw dataset containing text data that requires annotation. 

The first step in the process is text preprocessing, which involves standardizing the text 
by converting it to lowercase, cleaning unnecessary symbols, correcting slang, and 
removing stopwords. This step ensures that the dataset is consistent and free from 
elements that could hinder analysis. Following preprocessing, the text undergoes 
lemmatization, which reduces words to their base forms, thereby improving the dataset's 
quality for further analysis. The processed dataset is then saved and exported in CSV 
format. Subsequently, this CSV file is uploaded to ChatGPT for annotation. Criteria 
instructions are provided to ChatGPT, specifying how the text should be labelled or 
categorized, such as through sentiment analysis or other relevant classifications. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In parallel, an undersampling technique is applied to address any class imbalance, 
ensuring that no particular class is overrepresented and mitigating potential bias in 
subsequent model training. Once the annotation process is completed, the fully annotated 
dataset is available for download as a CSV file. The final annotated dataset is now 
prepared for further analysis and can be used in model training or other research 
applications 
 

 

Figure 3. Datasets Processing Flow 
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2.3 Method 
2.3.1 BERT 

BERT (Bidirectional Encoder Representations from Transformers) is a pre-trained 
language model that is frequently used in various natural language processing (NLP) 
applications (Oliaee et al., 2023) involving several processes such as preprocessing, 
embedding, pooling, and classification layers. The next stages include fine-tuning to 
unfreeze layers for better adaptation, training and validation, followed by 
prediction(Wu et al., 2024).  

 

Figure 4. BERT Methods 

The process begins by inputting text, which is tokenized with special tokens at the 
beginning, and at the end. The token serves as a marker for classification purposes, 
while is used to separate sentences in more complex cases, such as when the text 
consists of multiple sentences. The tokenized text is then processed by the BERT 
Transformer, which generates a representation for each token in the text. Each word 
or token has a representation influenced by the surrounding sentence to better 
understand the meaning of the word.  
   The output of BERT is a vector of dimension 768, which represents the input text 
in a high-dimensional feature space. This representation is then multiplied by a 
Weight Matrix (W) with a size of 768 x n_classes, where 768 represents the dimension 
length from BERT, and n_classes refers to the number of classes in the classification 
task. In this case, there are 3 tasks and 3 categories. The result of multiplying the BERT 
representation and the Weight Matrix is then passed to the Softmax function, which 
transforms it into probabilities for each class, allowing the model to predict the most 
relevant class for the given text. The final output is the classification probability for 
each class with dimensions of n_classes x 1, indicating the model's prediction for the 
class most suited to the input text(Sayeed et al., 2023). 

 
2.3.2 AlBERTa 
  ALBERT is a lighter version of BERT, designed to reduce the number of parameters 
and improve training efficiency. To achieve this, ALBERT implements two primary 
parameter reduction techniques. The first, Factorized Embedding Parameterization, 

decomposes the large embedding matrix into two smaller matrices, allowing for an 
increase in the hidden size without significantly enlarging the embedding matrix. The 

second, Cross-layer Parameter Sharing, shares parameters across layers, preventing the 
parameters from increasing with the depth of the network. Additionally, ALBERT 
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adopts a self-supervised learning approach through Sentence-Order Prediction (SOP). 
SOP focuses on modeling inter-sentence coherence by predicting the correct order of 
two consecutive text segments. This approach proves more effective than Next-
Sentence Prediction (NSP) used in BERT, as SOP avoids topic prediction and instead 
focuses on discourse coherence between sentences. By employing these techniques, 
ALBERT significantly reduces the number of parameters while maintaining or even 
improving performance on various natural language understanding tasks, as 
evidenced by its results on the GLUE and SQuAD benchmarks (Lan et al., 2020). 

 
2.3.3 RoBERTa 

RoBERTa is employed for various Natural Language Processing (NLP) tasks, such 
as text classification and sentiment analysis. The effectiveness of RoBERTa depends on 
its ability to extract textual information and establish semantic relationships within text. 
To enhance its capability to capture significant patterns from large datasets, this model 
incorporates a Convolutional Neural Network (CNN) layer. In evaluating input 
sequences and constructing contextualized representations of words in a phrase, 
RoBERTa—similar to BERT—is a transformer-based language model that utilizes self-
attention mechanisms.  

 
 
 
 
 
 
 

 
 
 
 
 
 
 

RoBERTa is trained on a substantially larger dataset and utilizes a more efficient 
training approach compared to BERT. While both models share similar architectural 
designs, RoBERTa employs a byte-level BPE tokenizer, akin to GPT-2, and a distinct 
pretraining strategy. Unlike BERT, which is trained on a 16GB dataset, RoBERTa is 
trained on nearly 160GB of uncompressed text. Additionally, RoBERTa benefits from 
training with: (i) full sentences without Next Sentence Prediction (NSP) loss, (ii) 
dynamic masking, (iii) large mini-batches, and (iv) a larger byte-level BPE tokenizer 
(Singla, 2024). 

 
2.4 Training Process  

The first step involves uploading the data from a .csv file and reading it using the 
pandas library. After the data is successfully loaded, the next step is to separate the 
features and labels. The data is then split into two sets: the training set and the test set, 

 

Figure 5. RoBERTa Methods 
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utilizing the train_test_split function from the scikit-learn library, with an 80% 
allocation for training and 20% for testing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
  The modeling process for BERT, RoBERTa, and ALBERT utilizes the respective 
tokenizers from the Hugging Face Transformers library. Before the tokenization process, 
the labels in the dataset are transformed into numerical form using LabelEncoder. 
Additionally, during the pre-processing stage, several techniques are applied, such as 
converting text to lowercase, removing stopwords, and eliminating punctuation, which 
are then processed into Balanced Data Labelling. The data is also balanced using the 
undersampling technique to address the issue of class imbalance in the dataset. The 
undersampling process reduces the number of samples from the majority class, making 
the data more balanced and improving the model's ability to handle the less-represented 
classes.Formodeling,BERTForSequenceClassification,RoBERTaForSequenceClassificatio
n, and ALBERTForSequenceClassification are employed, with a total of three epochs, 
batch size for training and evaluation, and model checkpoint saving every 500 training 
steps. Classification reports are then generated using the classification_report from scikit-
learn to provide evaluation metrics such as precision, recall, and F1-score. 

 

Figure 6. Training Process 
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3. Results and Discussion 
The BERT, RoBERTa, and ALBERT models were tested to analyze a dataset of pilot 
conversations before accidents, aiming to identify the sentiment contained in these 
conversations. Based on the classification report and confusion matrix results, all three 
models demonstrated an overall accuracy of around 80%. However, there were 
variations in precision and recall for each class. 

 
Figure 7. BERT Classification Report 

 
Figure 8. BERT Confusion Matrix 

 
The BERT model achieved an accuracy of 80%, with its best performance in 

classifying negative stressed, where precision reached 0.80 and recall 0.96, indicating that 
BERT is highly effective in detecting conversations that suggest stress. However, for the 
neutral class, BERT showed lower performance, with a precision of 0.76, recall of 0.34, 
and an F1-Score of 0.47, highlighting the model's difficulty in identifying neutral 
conversations. Meanwhile, for the positive class, BERT achieved a precision of 0.79, recall 
of 0.59, and an F1-Score of 0.68, which is fairly good, though there is still room for 
improvement. 
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     Figure 9. AlBERT Classification Report 

 
Figure 10. AlBERT Confusion Matrix 

  ALBERT also demonstrated an equivalent accuracy of 80%. For the negative 
stressed class, ALBERT achieved a precision of 0.80, recall of 0.96, and an F1-Score of 0.88, 
which is almost similar to BERT and slightly superior. However, for the neutral class, 
ALBERT showed weak performance with a precision of 0.76, recall of 0.34, and an F1-
Score of 0.47, similar to BERT's results. In the positive class, ALBERT obtained a precision 
of 0.79, recall of 0.59, and an F1-Score of 0.68, which is nearly identical to BERT. 

 

Figure 11. RoBERTa Classification Report 

  The RoBERTa model performed well in sentiment analysis of pilot conversations, 
particularly in detecting negative stressed emotions with a precision of 0.89, recall of 0.83, 
and an F1-score of 0.86. It struggled more with neutral sentiment, achieving precision of 
0.60, recall of 0.64, and F1-score of 0.62, indicating challenges in identifying neutral 
emotions.  
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Figure 12. RoBERTa Confusion Matrix 

  
  For positive sentiment, RoBERTa performed reasonably with precision of 0.61, 
recall of 0.78, and F1-score of 0.68. Overall, the model achieved an accuracy of 0.79, with 
a macro average precision of 0.70, recall of 0.75, and F1-score of 0.72, while the weighted 
average values were 0.80 for precision, 0.79 for recall, and 0.79 for F1-score. These results 
show RoBERTa's strength in detecting stress but also point to areas for improvement in 
classifying neutral and positive sentiments.   
  All three models demonstrated good overall accuracy, but the main challenge lies 
in classifying the neutral class, which showed lower precision and recall across all three 
models. This indicates difficulty in distinguishing neutral conversations from more 
distinct sentiments such as positive or negative stressed. The small differences between 
these models suggest that transformer-based models like BERT, RoBERTa, and ALBERT 
excel in handling more emotional sentiments but are less effective in dealing with neutral 
sentiments. 

4. Conclusion 
  Based on the classification report and confusion matrix results for the BERT, 
RoBERTa, and ALBERT models, all three demonstrated fairly good performance in 
sentiment analysis of pilot conversations before aircraft accidents, with an overall 
accuracy of approximately 80%. The BERT model showed solid performance, particularly 
in detecting negative stressed sentiment, with high precision and recall. However, it 
struggled to identify neutral sentiment, as reflected in its lower precision and recall for 
this category. Meanwhile, the RoBERTa model performed slightly better, especially in 
detecting negative stressed, with higher precision and recall compared to BERT. 
Nevertheless, RoBERTa’s performance in classifying neutral sentiment remained similar 
to BERT. The ALBERT model produced results consistent with BERT, particularly in 
identifying negative stressed conversations, while its precision and recall for the positive 
class were nearly equivalent to the other two models. 
  The main challenge lies in classifying neutral sentiment. This class exhibited lower 
precision and recall across all three models, indicating that neutral sentiment is difficult 
to distinguish clearly from positive or negative sentiment. This may be due to the 
characteristics of neutral sentiment, which lack clear emotional cues, making it harder to 
predict accurately. 
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  Among the three models, RoBERTa demonstrated the best performance compared 
to BERT and ALBERT. RoBERTa outperformed BERT and ALBERT by approximately 5-10% in 

identifying negative stressed conversations and demonstrated more stable performance across 

other classes, despite facing the same challenge in classifying neutral sentiment. RoBERTa 
successfully identified negative stressed more accurately, and although there were no 
significant differences in classifying neutral or positive sentiment, overall, RoBERTa was 
superior in handling variations in sentiment, particularly emotional ones. RoBERTa 
excelled in identifying critical sentiment with higher precision and recall in the negative 
stressed class, which is highly relevant in the context of aviation safety. Overall, RoBERTa 
is the most suitable model for sentiment analysis of pilot conversations, given its 
advantage in detecting conversations that indicate stress or critical conditions. With 
further improvements in handling neutral sentiment, this model could provide even 
more optimal results in analyzing critical conversations in aviation. 
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